NEURORIGHTS: THE DEBATE ABOUT NEW LEGAL SAFEGUARDS TO PROTECT THE MIND

ABSTRACT: Unprecedented efforts are made to research and develop technologies that are directly connected to the brain and allow us to access, monitor, investigate, assess, manipulate or stimulate neural processes. This exciting development holds many valuable prospects in the medical context and in other fields of daily life such as entertainment, security or criminal justice. However, it also raises major concerns among ethicists and human rights advocates, who argue that fundamental interests are put at risk as these neurotechnologies result in a growing accessibility and influenceability of the mind. In this article, I will describe how neurotechnologies may affect fundamental interests and how this concern led to the emergence of the concept of neurorights within human rights doctrine and policy. I will first outline the current state of the art and the prospects of neurotechnology, and discuss how this technology impacts the mind. Second, I will examine how this in turn may impact our mental privacy, autonomy, authenticity, personal identity, the self, and non-discrimination. Finally, I will show how these concerns prompted initiatives to establish neurorights as new human rights offering appropriate legal safeguards that protect the human mind against unwanted interference by neurotechnology.

*96 Introduction

In 2014, a paraplegic man kicked-off the FIFA World Cup using a robotic exoskeleton directly connected to his brain. In 2019, a multi-person brain-to-brain interface enabled three persons to collaborate in playing a game resembling “Tetris” just by using their mind. Recently, in 2021, a neurodevice allowed a man to write on a computer just by thinking about writing a letter by hand. While we should be cautious not to lapse into a neurohype narrative—where the prospects of neuroscience are sensationalised in the public and scientific debate—it seems that accessing and influencing the human mind by use of technological devices is making a transition from science fiction to reality. This paradigm shift is facilitated by the rapid development of neurotechnologies, defined as “devices and procedures to access, monitor, investigate, assess, manipulate and/or stimulate the structure and function of the neural systems of natural persons” (OECD, 2019, p. 6). Since the 1990s--The Decade of the Brain--neuroscientists increasingly gain insights in how to record and decode brain activity patterns in order to make interferences on a person's mental states, and in how to influence these mental states by modulating neural processes. This exciting development holds many valuable prospects in the medical context and in other fields of daily life, such as entertainment, security or criminal justice. Therefore, governments as well as private actors (e.g., Neuralink, Facebook, and Kernel) are heavily investing in the research and development of neurotechnologies. However, since these technologies may profoundly impact the human condition and society, they also raise concern among ethicists. Due to the growing attention by ethicists-- giving rise to the field of neuroethics--and, in their wake, by legal experts-- resulting in the discipline of neurolaw--the ethical threats posed by neurotechnology start to find their way to the agenda of policymakers. On a fundamental level, the question namely arises whether current human rights offer appropriate legal safeguards that protect the human mind against unwanted interference by neurotechnology.
In this article, I will examine the ethical issues that arise in the wake of the threats posed to the mind by neurotechnological development. To this end, I will first highlight the state of the art in neurotechnology. This is essential to avoid unsubstantiated downplaying or overestimating the possibilities and risks of neurotechnologies. This will be followed by an analysis of the ethical considerations that form the basis of human rights concerns and for regulatory and policy actions in the field. This ethical analysis is crucial to establish whether legal initiatives are necessary to protect the human mind. Lastly, I will point out recent policy initiatives that focus on the implementation of neurorights as a new kind of neuro-oriented human rights.

Neurotechnologies and the Mind

In the popular media, spectacular claims are regularly made about the current or future impact of neurotechnologies on the human mind. The “Flow C” from Kernel for instance, a device that records brain activity, is frequently referred to as “mind-reading *97 helmet.” But is it really possible for neurotechnologies to read the mind or to influence it? A preliminary issue in this regard is how to define ‘the mind’. As indicated by theories in the philosophy of mind, the mind refers to mental states, such as emotions, thoughts, imagination, intentions, perception, and decision-making. For the purpose of this article, it is not required to commit to a specific theory within the mind-brain debate. Even authors who do not hold a functionalist theory or an identity theory of the mind-body relation acknowledge that neuroimaging provides basic insights into the link between brain activity and mental states. Within this analysis, a pragmatic stance will be taken in the sense that it suffices to recognise that mental states are mediated by neurons and thus a correlation exists between these mental states and the physical brain, bearing in mind that the exact relation between the mind and the brain remains for the large part a mystery. As a result of this important nuance, getting insight in the neural activity that takes place in the brain does not as such imply an understanding of mental lives.

Neuroimaging technologies

To answer the central question as to how today's neurotechnologies interact with the mind, we have to differentiate between neuroimaging and neuromodulation technologies. Neuroimaging technologies aim at mapping brain structures and functioning. Initially, neuroimaging techniques were developed for the purpose of diagnosing neurological abnormalities within the medical field. However, as neuroscience evolved, functional neuroimaging emerged as an important tool for researching people's mental sphere. Functional neuroimaging techniques, such as fMRI, EEG, and fNRIS enable the recording and analysis of neural activity data. By applying neural decoding methods, this raw neuro data can be processed and interpreted into information on a person's mental states. Research suggests that neuroscientists are (or will be) capable, by using neuroimaging techniques and advanced decoding techniques, of detecting and decoding mental states including intentions, visual perceptions, conceptual knowledge, memory, emotions and moods, dreams, beliefs, consciousness, and pain. Techniques for predicting mental traits, such as intelligence or attention abilities, are also rapidly evolving. Although these more permanent traits do not provide information on mental states, they dispose a person towards entertaining a certain mental state.

One of the most important fields in today's neuroscience and -technology is that of Brain Computer Interfaces (BCI). BCI technology detects brain-activity signals—via neuroimaging techniques—translates them into technical control commands, and transfers these to an external device. By doing so, BCI devices connect the brain to external devices so that these can be controlled just by using the mind, bypassing neuromuscular pathways. Currently, BCI has a great potential in the medical context as an indispensable tool in healthcare, from prevention over diagnosis to treatment and rehabilitation. BCI technology shows potential to be used, for instance, to diagnose sleeping disorders and dyslexia. As a rehabilitation tool, it may be used for communication through the hands-free control of a cursor, mouse or keyboard for patients with disabilities, such as locked-in syndrome or ALS or for repairing impaired motor-function by integrating BCI into prosthetic limbs or wheelchairs. BCI devices which use neurofeedback can be deployed in behavioural training and hold the promise of ameliorating symptom
control in patients suffering from a neuropsychiatric disorder. BCI-devices are also expected to be increasingly used outside of the clinical context, for instance as a replacement for a keyboard, touch screen or mouse as a means to interact with devices such as computers.

But how exactly do these neuroimaging techniques interfere with the mind? Neuroimaging applications that enable decoding mental states inevitably lead to the idea of mindreading. Mindreading—also referred to as brain-reading or (less common) neurotechnological thought apprehension—can be understood as the observation of brain structure and/or activity aimed at obtaining insights about mental states. This concept is broader than the mere reading of thoughts as it also entails reading other mental states such as emotions, memories or intentions. The question whether neurotechnologies enable mindreading is much debated. Current discourse on the possibilities of neurotechnology ranges from the perspective that it is merely a matter of time before neurotechnologies are able to accurately read some mental states in real-time, to the more sceptic view that, due to major technical limitations as well as conceptual objections, it is uncertain that neurodevices will ever have real mindreading capacities.

Currently, neuroscientists are already able to extract basal and piecemeal mental information by decoding brain activity patterns. This collection of mental information can be a goal in itself (e.g., detection of memory or beliefs) or it can be done—as in BCI technologies—with the aim of generating input for external devices. For instance, already today, BCI prosthetics read patients motor intentions from their brain. This can be considered a modest form of mindreading, which is done by expert neuroscientists in specialised and well-equipped laboratory settings. Considering the low external validity of the mindreading research trials, the idea of real-time mindreading outside an experimental setting, however, does not seem feasible anytime soon. Major technical limitations exist concerning the quality of imaging techniques, the requirement of cooperation by the person subjected to mindreading, the portability of imaging equipment, and the difficulty to generalise decoding algorithms in order to apply them more universally. Moreover, even when technological and methodological limitations would be overcome by ground-breaking science, mindreading devices still must be adapted to the specificities of the human brain. Because of the limited insights into the brain and its connection to the mental sphere, this is a formidable hurdle. We can nonetheless conclude that, although getting access to persons' mental content without their cooperation is not feasible today, neurotechnology is already increasingly capable of recording and storing brain data, which may be processed into—albeit piecemeal and limited—information on mental states. Taking into account the direction of neurotechnological developments, it is plausible that future neurodevices will be able to generate real-time information on mental states which is sufficiently accurate and valuable to be used in different medical (e.g., psychiatry or informed consent) and non-medical (e.g., criminal justice) contexts. This plausibility necessitates ethical reflection on future, more advanced mindreading capabilities of neurotechnology.

**Neuromodulation technologies**

Apart from neuroimaging applications, neuromodulation technologies take an important place in today's neurotechnological developments. Neuromodulation devices “alter, bypass or replace existing neural structures or physiologic processes so as to direct the function of a neural system toward a desired end” (Klein, 2020, p. 329), typically by stimulating the brain by means of electric currents or magnetic fields. Several neuromodulating technologies have been developed, in invasive and non-invasive forms, including Deep Brain Stimulation (DBS) and Transcranial Brain Stimulation (TBS). DBS is an invasive, neurosurgical form of brain stimulation which involves the implantation of electrode arrays into a deep region of the brain where they deliver electrical pulses to specific neuroanatomical targets. It is an established treatment for several neurological and psychiatric disorders, such as Parkinson's Disease, dystonia, epilepsy, and obsessive-compulsive disorder. It is also studied as a potential treatment for chronic pain, disorders of consciousness, and many psychiatric and cognitive disorders, including treatment-resistant depression, anorexia nervosa, obesity, posttraumatic stress disorder, Tourette Syndrome, Alzheimer's disease, dementia, anxiety, and addiction. DBS is only beginning to realise its full potential and is one of the fastest-growing applications in neurosurgery. Nonetheless, DBS is still considered a ‘last resort option’, only to be used when established pharmaceutical or
psycho-therapeutical treatments are unsuccessful.\textsuperscript{47} Therefore, it is unlikely that DBS will be used outside the clinical context in the foreseeable future. This is not the case when it comes to non-invasive neurostimulation techniques. TBS techniques involve the placement of a coil-- for Transcranial Magnetic Stimulation (TMS)--or electrodes--for transcranial Direct Current Stimulation (tDCS) or transcranial Alternating Current Stimulation (tACS)--on the scalp regions overlying the areas of the brain which are to be stimulated by respectively magnetic fields or electrical currents. Studies show significant potential for the use of TBS in enhancing cognitive processes, such as improving memory.\textsuperscript{48} Furthermore, research suggests that TBS is a useful therapeutic option to treat disorders such as Parkinson's Disease, dystonia, multiple sclerosis, epilepsy, chronic pain, depression, anxiety disorders, eating disorders, obsessive-compulsive disorder, schizophrenia, and addiction. However, current data does not yet allow us to establish that TBS is an effective routine treatment in today's medical practice. Although research shows promising results for the treatment of depression and pain, additional research is required to establish sufficient medical efficacy for TBS applications.\textsuperscript{4950}

Two significant developments within neuromodulation technologies deserve explicit attention because of their ethical significance. The first is the development of ‘closed-loop’ neurotechnologies. These devices detect brain activity patterns that mark a specific upcoming neural event, in order to initiate an automatic therapeutic response. This automatised therapeutic response can, for instance, take the form of the automatic \textsuperscript{*100} administration of drugs.\textsuperscript{51} It can, however, also consist in brain stimulation. Although still in an early stage, fruitful research has been done to create closed-loop DBS devices where a sensor records brain activity and initiates brain stimulation to match patients' clinical needs without any active intervention by the patients themselves or their physician.\textsuperscript{52} Closing the loop in brain stimulation devices is widely considered as the future of neurostimulation since it remedies several shortcomings of open-loop stimulation such as delayed adaptability of stimulation parameters.\textsuperscript{53}

The second important evolution takes place in the field of optogenetics. Optogenetics is “a method that uses light to control cells in living tissue, typically neurons, that have been modified to express light-sensitive ion channels and pumps” (Towne & Thompson, 2016, p. 1).\textsuperscript{54} Optogenetics involves the genetic modification of brain cells to make them sensitive to light and thus eligible for modulation by a light source. Since it facilitates a targeted neural control more precisely than any other neuromodulating technology, it is suggested that optogenetics could take a central place in neuromodulation research and practices.\textsuperscript{55} Preliminary research already suggests that it could be therapeutically beneficial as a treatment for epilepsy, Parkinson's Disease, Alzheimer's Disease, chronical pain,\textsuperscript{5657} and neuropsychiatric disorders, such as addiction, depression or anxiety. Nonetheless, optogenetics is currently only approved for a first-in-human trial.\textsuperscript{58}

These developments in neuromodulation target writing to the mind, i.e., the influencing or even targeted steering of the mind. Research shows that neurostimulation techniques such as DBS unequivocally impact mental states of patients. Clinical studies have, for instance, exposed significant (unsolicited) psychological effects in patients participating in brain stimulation trials for Parkinson's Disease.\textsuperscript{59606162} These studies emphasise adverse side-effects consisting of changes in patients' emotions, cognition, behaviour, and personality traits. More specifically, patients exhibit loss of word fluency and memory, impulsive gambling behaviour, feelings of self-estrangement, hypersexuality, impulsiveness or symptoms of depression, anxiety, apathy, and mania. It is important to stress that these findings are often difficult to interpret because of their small sample size and the combination of medication and DBS.\textsuperscript{63} Whereas in these cases the psychological changes are unsolicited side-effects, altering cognition and mood can also be the explicit aim of neuromodulation, for instance when treating patients with neuropsychiatric disorders with DBS. It is thus possible to influence the mind by modulating brain processes, although it should be acknowledged that the underlying mechanisms of brain stimulation are not entirely understood. Even though we know that cognitive abilities can be modulated, the effects of brain stimulation in individuals are still very unpredictable. Targeted writing to or steering of the mind is not possible today but some neuroscientists suggest that it will be in the foreseeable future. They make this claim in a milestone study in which they succeeded in the targeted steering of the behaviour of mice by using optogenetics combined with behavioural training.\textsuperscript{64} The scientists involved leave no doubt that it is only a matter of time before this ‘mind-steering’
will also become feasible in human trials as they state that “what can be done with mice today could be done with humans tomorrow” (Yuste et al., 2021, p. 157).

*101 Fundamental Interests

It is clear that neurotechnological advancements offer tremendous perspectives for patients suffering from neurological and neuropsychiatric diseases. Similarly, taking into account the commercial development of neurodevices for neuroimaging and neurostimulation and their increasing availability to consumers for extra-clinical purposes, such as entertainment (e.g., gaming), wellness, and enhancement (e.g., augmentation of attention abilities), neurotechnology will progressively be used to assist people in daily activities and enhance their quality of life. However, as promising as neurotechnology may be, it is also a technology that interferes with the “last refuge of personal freedom and self-determination” (Ienca & Andorno, 2017, p. 1) and gives rise to a variety of severe ethical concerns. It is therefore of critical importance that neurotechnological developments proceed within an ethical and legal framework which takes these concerns into account. Such a framework needs proactive and thorough reflection in order to see if any regulatory action is required.

The ethical concerns referred to here are those related to the impact of neurotechnologies on the human mind. Neurotechnologies, especially when surgically implanted, may evidently also pose considerable risks for a person's bodily integrity. However, the existing bioethical framework—with its key principles beneficence, nonmaleficence, autonomy, and justice—provides adequate guidance to weigh the expected benefits of neurosurgery against these physical risks. This is not the case when it comes to new risks in the form of potential harm to the mind. In this regard, neuroethical concerns emerge with regard to privacy, personal identity, autonomy, authenticity, and discrimination.

1. Mental privacy

Important privacy issues come with the collection, storage, and sharing of neuro-imaging output. First, the notions of neural data and mental data must be differentiated. Neural data is information on the physiological structure and functioning of the brain. When such data is gathered and processed into very personal information, for instance to be used as biomarkers for neurological diseases or in an extra-clinical context as a means for person authentication, people have clear privacy interest in this sensitive data as it may reveal their health and mental life. This, however, does not concern mental privacy. Mental privacy is the privacy that we enjoy in relation to our mental contents. It involves privacy interests regarding mental information, i.e., raw brain data which is processed into information on a person's mental states by using innovative technologies and decoding methods. Bublitz argues that this differentiation is relevant since the collection of mental information is ethically and legally more problematic than that of neural information, as it may infringe upon the freedom of thought. Furthermore, the relation between neurodata and mental information is a dynamic one since neurodata may along the line be processed into mental information. Consequently, neurodata needs to be taken into account (to some extent) when reflecting on the privacy of people's mental realm, especially as it is unpredictable what the collected neurodata might, as a result of advances in neurotechnology, be able to tell us in the future about someone's mental states.

Ethicists point out that mental privacy may be affected by progress in neuroimaging “to the extent that neurotechnologies embody somehow a claim that the mind may be open to view” (Rainey et al., 2020, p. 2299). Considering the current state of neurotechnology, I agree that such a claim can rightfully be made since neuroimaging techniques are able to generate rudimental mental information. Although the decoding of mental content without the consent of the person concerned is not possible today and important technical and methodological hurdles remain, further developments could result in the infringement of privacy interests. Alarmistic warnings may thus be undesirable, but, as Farah puts it, “functional neuro-imaging is [ ... ] already capable of delivering a modest amount of information about personality, intelligence and other socially relevant psychological traits” (Farah et al., 2010, p. 126). Researchers already succeed in revealing content of people's mental states by collecting
and processing brain-activity patterns, for instance by reconstructing visual perceptions of a person, solely on the base of brain-activity patterns.¹² Thus, notwithstanding the very rudimentary mindreading capabilities of neuroimaging technologies, mental privacy may be put at risk by neurotechnological advancement. We might lose control over our own mental information such as unspoken thoughts, even before they reach consciousness or generate behavioural actions. Since the development of these neural imaging and decoding techniques will unquestionably move forward, it is safe to say that mental information constitutes a new source of very sensitive and personal information which will increasingly be tapped into, in medical and non-medical context. This inevitably comes with privacy risks such as, for instance, the privacy violations that can result from brain hacking. Brain hacking entails the malicious data hacking into brain devices such as BCI⁷⁵ and may become a considerable threat to mental privacy as it is already possible in laboratory settings.

Moreover, the concept of mental privacy is intertwined with the concepts of freedom of thought, cognitive liberty, autonomy, and authenticity. Insofar as persons’ mental privacy is violated and they have reasons to doubt the private character of their mental sphere, they may not feel free to think their own thoughts.⁷⁶ When people would no longer feel free “to reflect upon values, decisions, or propositions without threat of consequences” (Rainey et al., 2020, p. 2302),⁶ this may lead to self-censorship and an impaired feeling of autonomy. Where mental privacy is at risk, freedom of thought, personal autonomy, and authenticity face a similar threat.

2. PIAAAS: Personal Identity, Agency, Autonomy, Authenticity, and Self

Although brain stimulation may contribute tremendously to alleviating symptoms of neurological diseases, technologies such as DBS and TMS give rise to concerns about personal identity, agency, autonomy, authenticity, and the self,⁵⁹ labelled PIAAAS in short by Gilbert and colleagues.⁷⁷ The emergence of these concerns is not surprising since “the *¹⁰³ brain has a crucial role in the functioning of the mind, the body, and the development of self-conceptions and autonomous agency” (Nuffield Council of Bioethics, 2013, p. 15).⁶² The notion of PIAAAS is valuable since in the neuroethical literature, the effects of brain stimulation on people’s mental states are studied from a variety of intertwined angles. Some authors consider the alteration of mental states by brain stimulation a possible threat to personal identity, whereas others approach similar issues from the angle of authenticity, autonomy, agency or the self. Whatever the angle, these interesting philosophical discussions all revolve around the fact that brain modulation influences persons’ mental processes and behaviour, so that the persons themselves, as well as their environment, may end up with a different perception of who they are and what causes their actions. Some argue it may even come down to a “risk of becoming another person following [DBS] surgery” (Witt et al., 2013, p. 499).⁷⁸

Research demonstrates that unsolicited and unpredicted alterations in people's personality, mental traits, and demeanour may occur following brain stimulation.⁷⁹ Studies report that patients become more irritable, impatient, and inclined to express their opinion,⁶¹ show aggressive behaviour and impaired impulse control,⁶⁰ and even signs of cognitive decline.⁸¹ Other small sample studies show that interference with cognitive processes may result in patients reporting feelings of self-estrangement and failure to recognise themselves as authors of their actions, whereas other patients feel that their brain implant actually empowers them for it re-enables them to undertake actions and pursue goals they were no longer capable of due to neurological or neuropsychiatric pathologies.⁸² Similar findings of unwanted side-effects (such as hypomania) have been reported in studies of neurostimulation in patients suffering from major depression.⁸³ With the further development of new brain stimulation techniques these concerns relating to personal identity, autonomy, and the self will only increase. A prime example is the development of optogenetics techniques that target memory modification.⁵⁸

Similar threats are also posed by BCI applications. For instance, BCI applications may be exposed to malicious cybercrime. Brain hacking, where third parties take control over the BCI device by hacking into it, is not only a major privacy threat but obviously also constitutes a severe threat to autonomy. The physical output of BCI devices can be altered by third parties so that the physical state which a person who, for instance, is using a BCI-driven prosthetic wants to realise, is altered without consent.
This reduces the autonomy of that person in the most literal sense since they cannot act in the way they want to but instead will act as the third party decides. Furthermore, significant worries concerning individual autonomy arise with the development of closed-loop BCI's. When, for instance, closed-loop DBS is used to relieve symptoms of a psychiatric disease such as major depression, the BCI technology detects emotional states and anticipates them by initiating brain stimulation. This results in a mechanism which “autonomously determines what the patient may or may not feel” (Klein et al., 2016, p. 2).\(^{84}\) If the brain device is keeping them in a constant state of well-being, will patients still be able to experience a normal range of feelings? The autonomous and conscious\(^{104}\) control by patients over the device is thus strongly reduced, which may undermine their autonomous agency. Here, it is relevant whether the person who is subject to closed-loop brain stimulation is in or out of the decisional loop.\(^{85}\) As it is apparent that BCI's could generate negative effects on people's (feeling of) autonomy, this is an ethical aspect that needs to be taken into account in the further development and implementation of this evolving technology.\(^{86}\)

3. Neurodiscrimination

The risk of discrimination manifests itself in different ways. First of all, there is a risk that neurotechnologies may themselves be inherently affected by discriminatory mechanisms as Artificial Intelligence is increasingly incorporated in neurotechnological devices, especially for the prediction or analysis of recorded neural data.\(^{8788}\) In this light, the risk that an algorithmic bias will be integrated into neurodevices is significant.\(^{89}\)

Furthermore, tapping into a new source of personal information holds the risk that this information will be used in a discriminatory way. This risk is especially significant for mental information, considering the potentially valuable and personal nature of this type of information in many different contexts. For instance, it is conceivable that in the context of employment, people may be hired because of specific mental traits or certain beliefs which can be observed by neuroimaging. A clear example is provided by Lavazza, who points out that, when a racial bias can be detected by the study of brain patterns, it may be desirable to only hire a police officer whose brain activity does not show any racial bias.\(^{90}\) This could be highly problematic considering that there is a significant risk of misidentification and that misinterpretation of brain data can lead to the false attribution of mental traits and states. Moreover, when taking decisions on the basis of detected mental states (e.g., thoughts or emotions) or mental traits (e.g., impulsiveness), one disregards a person's ability to internally deliberate and mediate these mental states and traits before translating them into actions. Nonetheless, it must be admitted that differentiating between people on the basis of their thoughts, beliefs or intellectual capacities as uncovered by neuroimaging is not likely to occur in the near future since neurotechnologies do not yet enable the observation of thoughts, beliefs, and other mental contents of non-consenting subjects by non-scientists outside a laboratory setting.

Lastly, similar concerns of discrimination also exist with regard to the enhancement of people's cognition.\(^{91}\) As Yuste and Goering state, “the pressure to adopt enhancing neurotechnologies, such as those that allow people to radically expand their endurance or sensory or mental capacities, is likely to change societal norms, raise issues of equitable access and generate new forms of discrimination” (Yuste & Goering 2017, p. 162).\(^{92}\) With the increasing development and availability of neuro-enhancing technology that may in the near future enable cognitive performances superior to current standards, it is crucial to make sure that augmentation status cannot become a ground for discrimination\(^{105}\) and that fair access to mental augmentation is ensured in order to avoid a new source of social inequality.

Neurorights & Policy

For some decades now, neuroethicists examine the ethical, legal, and societal impact of new neurotechnologies and neuroscientific findings. However, it is only since the millennium change that neuroethicists and neurlaw experts have begun “to look at ethical-legal challenges in neuroscience and neurotechnology in terms of high-level normative principles, such as rights, entitlements, and associated duties” (Ienca, 2021, p. 2).\(^{93}\) This development gave rise to the notion of “neurorights”.

\(^{84}\) Klein et al., 2016, p. 2.
\(^{85}\) As it is apparent that BCI's could generate negative effects on people's (feeling of) autonomy, this is an ethical aspect that needs to be taken into account in the further development and implementation of this evolving technology.

\(^{104}\) Autonomous and conscious.

\(^{105}\) Fair access to mental augmentation is ensured in order to avoid a new source of social inequality.
Neurorights can be defined as “the ethical, legal, social or natural principles of freedom or entitlement relating to a person's cerebral and mental domain” (idem). The concept of neurorights has become an increasingly important topic within neuroethics and neurolaw since Ienca and Andorno first introduced it in 2017. In the further analysis, neurorights will be understood in their legal dimension.

How did the notion of neurorights first appear in legal doctrine? As human rights emerge as a response where fundamental interests are at risk, the question arises whether human rights law provides us with legal safeguards to adequately respond to the threats posed by the increasing accessibility and influenceability of our minds as a result of neurotechnological developments. Several human rights and fundamental freedoms, such as the freedom of thought, the right to respect for private life (including the right to privacy and the right to personal autonomy), the right to mental integrity, and the right not to be discriminated against, can act as potential safeguards. These rights and freedoms are enshrined in international human rights instruments, such as the Universal Declaration of Human Rights, the International Covenant on Civil and Political rights, the European Convention on Human Rights, and the Charter of Fundamental Rights of the European Union. However, none of these instruments explicitly refers to neurotechnology, nor is neurotechnology addressed in the case law issued by international human rights courts or committees. Perhaps more surprisingly, case law on a possible special status of the mind within the human rights framework is also lacking. Regulations and legal doctrine set the boundaries of what constitutes acceptable interference with one's own body and the bodies of others. By contrast, there is a legal lacuna when it comes to the protection of one's mental integrity by human rights law. Even the right to mental integrity—enshrined in Article 3 of the Charter of Fundamental Rights of the EU and recognised in the case law of the European Court of Human Rights in the context of Articles 3 and 8 of the European Convention on Human Rights—does not comprehensively protect the integrity of one's mental content and processes. Rather, this right is interpreted as a right to mental health and a freedom from mental suffering, anxiety, and indignity in the light of Articles 3 and 8 ECHR. This interpretation does not imply the protection of the content of the mind against unsolicited interference or the protection of mental processes against manipulation by third parties.

Considering the unique and unprecedented ways in which neurotechnological developments may impact individuals and society, we have to ask ourselves whether the existing human rights framework offers sufficient protection to the mind. Here, a parallel can be drawn with the concerns that arose with the advent of genetic technologies in the 1990s. At that time, the international community believed that human rights law needed to be updated so as to proactively tackle the challenges that would emerge with increasing interventions into the human genome. This resulted in the adoption of the Universal Declaration on the Human Genome and Human Rights and the International Declaration on Human Genetic Data, where geno-specific human rights are stipulated. Similarly, the question now arises whether neuro-specific human rights—should be introduced to better protect our fundamental interests against neurotechnological interference with our mental processes.

Several human rights experts are not in favour of introducing neurorights. They suggest that the human rights framework, consisting of rights such as the right to private life and the right to freedom of thought, is sufficiently flexible to offer an adequate protection against the undesirable effects of neurotechnologies. In their view, an evolutive or innovative interpretation of existing human rights can adequately protect against the potential threats posed by neurotechnology. In contrast, several academics and policymakers consider an introduction of neurorights to be necessary and urgent. For instance, Ienca and Andorno state that a satisfactory protection of people's mental sphere, in contrast to their bodily integrity, is lacking in the existing international human rights framework. In response, they suggest complementing the human rights framework with neurorights, including a right to cognitive liberty, a right to mental privacy, a right to mental integrity, and a right to psychological continuity. The introduction of these neurorights at the international level could be accomplished by adding an additional protocol to existing legal instruments or by adopting new dedicated legal instruments. The most fundamental neuroright in their analysis is the right to cognitive liberty. The concept of cognitive liberty was brought into the spotlight in the early 2000s by legal theorist Boire and neuroethicist Sententia. Both academics proposed the recognition of a right to cognitive liberty as “the right and freedom to control one's own consciousness and electrochemical thought processes is the necessary substrate for just about every other freedom” (Sententia, 2004, p. 227).
Other legal experts also argue for the introduction of neurorights, aiming at protecting people’s mental privacy, autonomy, authenticity, and identity against threats inherent to unbridled neurotechnological developments. The concept of cognitive liberty sometimes takes on another form and is referred to as the right to mental self-determination or mental integrity (sensu lato). In essence, however, these notions all refer to a right that can be understood “as a right against (certain kinds of) non-consensual interference with the mind” (Douglas & Forsberg, 2021, p. 182). Lavazza, for example, puts forth the concept of mental integrity “as the individual’s mastery of his mental states and his brain data so that, without his consent, no one can read, spread, or alter such states and data in order to condition the individual in any way” (Lavazza, 2018, p. 4). This definition underlines the privacy aspect to mental integrity as well as the classical integrity aspect sensu stricto (i.e., freedom from harm). This broad definition acknowledges the strong interconnectedness between integrity, privacy, autonomy, authenticity, and identity as fundamental interests put at risk. Bublitz stated explicitly that the right to cognitive liberty should be “a central legal principle guiding the regulation of neurotechnologies” (Bublitz, 2013, p. 2). He defines this right as “the right to alter one's mental states with the help of neurotools as well as to refuse to do so” (idem). He explicitly attributes a multi-dimensional character to the right to cognitive liberty in the sense that this right envisages the protection of the mind against undue interferences, as well as the liberty of every person to change their mind with whatever means they wish. Together with Merkel, he later introduced the notion of a right to mental self-determination to stress that this right implies the right to determine whether one wants one's mind altered by neurotechnology. This brief oversight illustrates that a consensus on the boundaries and terminology of neurorights is currently lacking.

Strong advocates of neurorights can also be found among neuroscientists. The Spanish neuroscientist Yuste, for instance, is a pioneering advocate for neurorights. Recently, Yuste, together with Genser and Herrmann, issued a call to the UN to undertake action to promote and protect neurorights. Such an international approach seems to be the approach favoured by most academics arguing for an increased legal protection of the human mind. Furthermore, Yuste's advocacy directly led to the unique and innovative legislative initiatives recently taken in Chile. The Chilean legislator felt that interests such as mental integrity and mental privacy needed an explicit and effective legal protection in the light of the ongoing neurevolution. It opted to implement neurorights on two levels. On the one hand, a constitutional amendment that entrenches a right to mental integrity in Article 19 of the Constitution, was unanimously approved in both chambers of the National Congress and signed by the Chilean President on 14 October 2021. The new Article 19 stipulates:

Scientific and technological development will be at the service of people and will be carried out with respect for life and physical and mental integrity. The law will regulate the requirements, conditions and restrictions for its use by people, and must especially protect brain activity, as well as the information from it.

This constitutional provision establishes a general protection of the right to mental integrity in the light of scientific and technological developments. The original proposal was more elaborated in this regard as it clarified the specific aim of the right to mental integrity, as ensuring the full enjoyment of personal identity and the right to determine one's own actions, without any manipulation by third parties. Furthermore, the new constitutional provision stipulates that restrictions to the use of new technologies must be regulated by law. Together with this constitutional reform, a NeuroProtection Bill was adopted, which explicitly frames this right to mental integrity in the context of neurotechnology and operationalises the constitutional right to mental integrity. The Chamber of Deputies of the Chilean parliament is currently discussing this legislative proposal. The bill aims “to protect the physical and mental integrity of individuals, through the protection of the privacy of neuronal data, the right to autonomy or liberty of individual decision-making, and the right to fair access, without any arbitrary discriminations, to those neurotechnologies that enhance mental capacities”. This goal largely corresponds to the five neuro-rights set forth by Goering and Yuste, namely the right to personal identity, the right to free will, the right to mental privacy, the right to equitable access to enhancement technologies, and the right to protection against bias and discrimination.
Nonetheless, it is important to stress that the worldwide constitutional first established by the Chilean legislator is met with considerable criticism. Many philosophers, legal scholars, and digital-rights specialists are sceptical about the far-reaching initiative of entrenching neurorights into the national constitution, pointing out that concepts such as ‘psychological continuity’ need conceptual clarification before they are enshrined into law.\(^\text{112}\)

Although the Chilean constitutional reform bill and NeuroProtection bill are the first of this kind, other governmental and intergovernmental actors are also picking up the warnings issued by ethicists and human rights advocates. For example, in 2019, the Organisation for Economic Co-operation and Development (OECD) adopted the *Recommendation on Responsible Innovation in Neurotechnology*\(^\text{4}\) which constitutes the first international standard which aims to address the social, ethical, and legal challenges which arise from neurotechnologies. Furthermore, in the same year, the Council of Europe adopted its *Strategic Action Plan on Human Rights and Technologies in Biomedicine*, which acknowledges the need to assess “the relevance and sufficiency of the existing human rights framework to address the issues raised by the applications of neurotechnologies”.\(^\text{113}\) Similarly, the International Bioethics Committee of the UNESCO drafted a report in 2020, recommending a neuro-oriented chapter to be added to the Universal Declaration on Human Rights, addressing the ethical issues raised be neurotechnology.\(^\text{114,115}\) On the national level, Spain adopted a *Charter of Digital Rights* where the protection of fundamental rights and freedoms against neurotechnologies is explicitly addressed.\(^\text{116}\)

**Conclusion**

It is clear that neuroscientific and neurotechnological developments hold the potential to initiate a transformative revolution within our society. These developments provide us with growing insights into the functioning of the brain and might bring us closer to unravelling the mystery of the human mind. Neuretechnological advancements also offer promising prospects for the treatment of disorders which were commonly deemed untreatable (such as Parkinson's Disease and major depression). In this regard, these scientific and technological developments certainly need to be stimulated.

However, granting technology direct access to people's neural processes also holds considerable risks. The human mind may no longer be the last impregnable fortress in which one can find refuge without having to worry about unsolicited interference from the outside world. The increasing readability and influenceability of the mind have to be anticipated, as pressing ethical concerns will arise. As outlined above, the most urgent ethical issues involve threats to mental privacy, autonomy, authenticity, personal identity, the self, and equality or non-discrimination. It is of crucial importance to examine how neurotechnologies could impair these fundamental interests, to which extent this would be so problematic that regulatory intervention is required, and, if needed, how this regulatory protection should be shaped. Admittedly, neuroscientific insights nor neurotechnology itself are today sufficiently advanced to enable severe infringements upon people's mental sphere in daily life. Nevertheless, neurotechnological developments, predominantly taking place in laboratory settings, already clearly indicate their potential to cause violations of fundamental moral values. Proactive anticipation of these luring dangers is of primordial importance to ensure the full enjoyment of the benefits of neurotechnologies in various aspects of life, without risking the violation of fundamental societal and individual interests.

As a result of increasing advocacy by legal experts, neuroscientists, and ethicists, awareness that we need to reflect on normative safeguards is cautiously finding its way to the policy agenda of national and supranational regulatory actors. What started with broad reflections on the need for a right to cognitive liberty to counter growing interference with the functioning of the mind, grew into a vivid debate in neuroethics and neurolaw about the normative significance of neurotechnological threats and the need for regulatory action. Whereas some regulatory actors—such as the OECD and the Chilean legislator—have already taken tentative steps to change regulatory frameworks, a solid consensus on the need for specific regulation and, if so, on the role of improving human rights law, is far from being reached. However, recent collaborations between the Council of Europe, the OECD, and UNESCO, in addition to the growing interest and mobilisation from legal experts, neuroscientists, and ethicists, prove that the unwanted side-effects of neurotechnological developments and the possible inadequacy of current human rights law are finally given proper consideration.
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